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ABSTRACT

The European project FRONTS aims at understanding adap-
tive large-scale heterogeneous wireless sensor networks act-
ing in a dynamic environment. This includes designing dif-
ferent mathematical models beyond the state of the art for
such networks. Based on these models, a new network in-
frastructure will be developed, followed by a large set of
algorithms solving global tasks like exploration of unknown
areas or target tracking. We provide a coherent package con-
sisting of a simulation framework, hardware, and a remotely
accessible testbed, building a powerful tool for evaluation
and validation of the results of FRONTS. Our framework
allows for easy exchangeability between simulation and real-
world experiment, as well as rapid engineering.
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1. INTRODUCTION

We are now on the verge of Wireless Sensor Networks (WSNs)
leaving the landrush phase and becoming more and more
mainstream. Many complex issues have been addressed, and
we see a number of operating WSNs. This shifts the focus
from initial questions about how to get working networks at
all, to those about the shape of future networks and their
applications. Being relieved from dealing with complex low-
level issues, we now can concentrate on high-level applica-
tions and protocols.

It is our belief that soon sensor networks will exist with a
number of properties:

Heterogeneity: WSNs will no longer consist of identical
devices. The need to maintain networks over long pe-
riods of time will result in different software and hard-
ware generations from one family to coexist. Also,
there will be completely different devices in networks
due to interactions between networks, the need for spe-
cialized sensory in certain areas, and because networks
will grow organically.

Dynamics: Other than in today’s networks, different kinds
of dynamics will happen at the same time in a net-
work. Some nodes may enter and leave the network
due to off-duty cycling. Others are moving with some
external carrier like vehicles, animals, or water flows.
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Finally, some nodes may actively move around to in-
vestigate events, help bridging communication gaps,
or populate unexplored areas with passive nodes. An-
other source of dynamics is the environment. In long-
lasting networks, there may be huge changes in the
surroundings and therefore in the constraints and ob-
jectives of the network.

Massive Sizes: When issues about information exchange
between neighboring sensor networks are solved, huge
sensor networks arise instantly. Also, continuously de-
creasing hardware costs, and ongoing research on real
sensor nodes lead to the feasibility of obtaining a great
amount of nodes. Hence, current algorithms that were
tested on mostly a few hundred nodes must also scale
up to hundreds of thousands of nodes.

The FRONTS project [2] is part of the European Seventh
Research Framework Programme (FP7, [1]). It is a collabo-
ration of 11 European working groups, aiming at investigat-
ing the algorithmic foundations of future WSNs and provid-
ing answers for questions that arise now. The participants
have a great deal of experiences with the fundamental the-
ory of wireless sensor networks. Together, we will contribute
research to the following issues:

e Development of validated mathematical models for large-
scale wireless sensor networks beyond oversimplifica-
tions such as Unit Disk Graphs, infinite-capacity links,
random waypoints movements.

e Design of dynamic and adaptable network infrastruc-
tures, including enabling security by developing appro-
priate algorithms, protocols, and strategies.

e Design of algorithms for solving global tasks like collec-
tive exploration of unknown areas, or target tracking
in dynamically changing environments.

The paper is structured as follows. The project FRONTS
itself and its aims are described in more detail in the follow-
ing Section 2. The IBR at the Braunschweig University of
Technology and the ITM at the University of Liibeck par-
ticipate in FRONTS. The practical parts of the project are
our responsibility. It is our aim to get valuable feedback
from implemented algorithms, protocols, and applications
that are developed within the project. Feedback will be



achieved by evaluations and validations. Therefore we will
build up the Experiments Repository, which will consist of
an appropriate simulation package for wireless sensor net-
works as well as at least one physical testbed. It will be
remotely accessible via the Internet for all project partners.
The requirements concerning software and hardware tech-
nologies, and the technologies to cope with these needs are
described in Section 3.

2. EUROPEAN PROJECT FRONTS

The aim of FRONTS is to understand the theoretical back-
grounds of large-scale adaptive heterogeneous wireless sen-
sor networks. These networks consist of nodes that provide
different capabilities and act in a dynamic environment. Dy-
namics can either be active or passive. When dealing with
active mobility, nodes are able to move autonomously to des-
ignated parts of the network. Passive mobility means that
nodes are connected to moving objects like vehicles or hu-
man beings. With FRONTS, we will be able to get a clear
grasp of such networks. It will be crucial not only for under-
standing the net behavior, but also for supporting algorithm
development in nearly all related areas.

The goals of FRONTS can be summarized as follows:

e Design a unifying framework,

e Obtain a set of design rules,

e Provide distributed adaptation techniques,

e Provide laws on adaptation,

e Obtain knowledge of combining heterogeneous nodes,

e Provide a set of algorithms, and

Evaluate with both simulation and experiments.

The main issue is to develop mathematical models that de-
scribe the focused adaptive large-scale networks of heteroge-
neous nodes in dynamic environments. Such models include
mobility for dealing with different kinds of dynamics, com-
putation models that consider the limited memory and lim-
ited knowledge of the nodes, and cooperation models that
cover homogeneneous, hierarchical, and diversified systems.
With the aid of the resulting unifying framework we intend
to get a consistent working set of design rules of such sys-
tems. These rules will help us to develop adaptation tech-
niques for which we provide basic laws. This includes the
effect of adaptation on the system performance, the cost of
distributed coordination regarding adaptation, the commu-
nication overhead, overhead in terms of energy consumption,
and possible trade-offs. However, these adaptation tech-
niques will help designing a dynamic and adaptable network
infrastructure to cover nodes that adapt to each other and
to changing needs. This includes both the communication
structure between nodes, and general data access even when
the data moves dynamically in the network.

Another objective is the combination and interaction of het-
erogeneous nodes to obtain a useful global behavior. A net-
work of nodes that have different capabilities should combine
the various strengths resulting in a net that is much more
powerful than a network of homogeneous nodes can ever
be. A crucial issue here are strategies for role assignment
that act dynamically according to the current needs of the

system. Different capabilities of nodes lead also to new ap-
proaches for security. For example, work can be outsourced
to more powerful nodes in the network, or completely new
protocols, algorithms, and strategies can be designed.

Building on the previous work, the participants of FRONTS
will examine strategies and algorithms, which are focused
on solving global tasks in the network. This will result in
a set of algorithms that contain a collective exploration of
an unknown area by considering both active and passive
mobility in the network, algorithms for target tracking in
dynamic environments with either a moving sink to which
data must be sent, or a mobile agent that follows the target,
and algorithms for network connectivity maintenance with
actively moving nodes.

3. EXPERIMENTS REPOSITORY

The previous section described the project objectives. A
decisive point are the practical aims of the project, such as
evaluation and validation of developed algorithms. We will
contribute an Ewvaluation Package to obtain valuable feed-
back for the project’s theoretical insights. This package will
consist of a WSN simulator, appropriate hardware, and at
least the provision of one sensor network testbed composed
of about 50 sensor nodes. The common central testbed will
be accessible via Internet for all project partners to test pro-
tocols, algorithms, and applications.

We had to cope with the following requirements concerning
suitable software and hardware technologies:

e We need a simulation framework that aims particu-
larly at high level algorithms and a quick and easy
development process.

e We need a simulator that copes with simulations of
large-scale networks with tens to hundreds of thou-
sands of sensor nodes in an adequate time frame.

e We need a simulator that realizes realistic and univer-
sally valid, i.e. hardware-independent, evaluations.

e We also need working and easily maintained hardware
for our practical evaluations.

e To narrow the gap between virtuality (simulations)
and reality (experimentations on real hardware) it is
desirable to have the possibility of easy transfers of
implemented algorithms from one to the other.

In the following, technologies that address our above speci-
fied needs are described. They will be part of our Fvaluation
Package.

Shawn [4] is a discrete event simulator for sensor networks.
It has been primarily designed for simulating large-scale net-
works with up to a million of nodes, with an algorithmic
point of view. Instead of simulating a phenomenon itself,
it simulates the effects. This approach leads to an essential
performance gain. Shawn finishes simulations in minutes
where, say, Ns-2 [3] is running for more than a day [§].

Other design focus points are flexibility and extensibility.
All crucial parts that can influence the simulation are de-
signed as exchangeable models. First of all is the commu-



nication model that defines whether two nodes in the net-
work can in principle communicate with each other. Next
is the edge model that is responsible for neighborhood rep-
resentation. It provides access to links between nodes in a
graph structure, using the communication model to decide
whether there is a link between any two nodes. There is a
very simple edge model with no memory overhead, but wast-
ing computation time, up to a very fast model that requires
much memory. Finally, there is the transmission model that
is used to transmit messages. It uses the edge model to se-
lect potential receivers of a sent message. There are several
models available that can also be put into a chain of mul-
tiple models. Beginning with a reliable model that simply
transmits every message, there are also models for simulat-
ing message loss and delay, as well as CSMA and TDMA.
All of these models can be arbitrary combined, which leads
to very flexible and powerful options in simulation behavior.
Also, models can easily be exchanged to run an algorithm
in different scenarios without any additional effort.

The simulation controller manages the process of simulation,
and provides access to the simulated world with all available
nodes. This allows for an easy development of centralized
algorithms. It is possible to write a task that is executed
once and has access to the whole simulation via the con-
troller. However, Shawn has been primarily designed for
simulating distributed algorithms. Each node in the network
can contain multiple independent processors, whereby each
processor may implement an individual algorithm. These
algorithms may either run independently from each other,
or interact over common variables that are appended in a
type-safe way to the nodes.

The design with processors, tasks, and the previously pre-
sented models enables a rapid algorithm engineering with
short development cycles per algorithm. This makes Shawn
an attractive choice, especially for implementing and evalu-
ating high-level algorithms.

iSense [5] is a hardware and software platform. Its modular
approach allows adapting the hardware and software used
for a specific application exactly to the required functional-

1ty.

A fundamental design guideline is to use only languages and
tools that are well understood by a large user community.
Consequently, the object oriented C++ programming lan-
guage and popular tools such as the Gnu Compiler Collec-
tion [7] (GCC) and the Eclipse [6] development framework
are used. iSense includes a tiny STL-like implementation.
Thus, implementations for standard containers such as lists,
maps and sets are already part of iSense. Hence, the learn-
ing curve for many system designers and solution developers
is extremely flat.

iShell is a tool that is provided by iSense. It provides an
easy way for the communication between sensor networks
and PCs. Functionalities like serial and over-the-air pro-
gramming are supported, as well as a serial terminal and
a plug-in system to facilitate the supplementation of indi-
vidual desired functionality as monitoring or analyzing the
network.

Application code that has been developed with the iSense
framework is ready to run on any platform that supports
an implementation of the iSense API. Primarily it is avail-
able for the iSense hardware platform, as well as for the
simulation environment Shawn. Thus, system designers and
solution developers are able to test their implemented appli-
cations in the simulator before transferring them onto the
iSense hardware. That way time will be saved for the overall
development process.

Thus, there are three options given to practically evaluate
implemented protocols or algorithms:

(1) Simulating with Shawn.
(2) Testing on real hardware with iSense.

(3) Testing on a common centralized sensor node testbed.

When implementing algorithms, protocols, or applications
for either of these three options, it is trivial to switch to one
of the others afterwards. This is because of the compatibility
between Shawn and iSense. This expands the possibilities
for evaluating and validating, and reduces the overall time
of development processes in addition to all the other tech-
nologies’ features and advantages mentioned above.

4. CONCLUSION

We introduced the European project FRONTS. The main
objectives of the project are to get a fundamental under-
standing of the properties of wireless sensor networks, to
develop algorithms, design rules for algorithms and applica-
tions, and to form a unifying framework for adaptive wireless
sensor networks.

One of the next steps will be to build up the Experiments
Repository. This contains the aim of establishing a reposi-
tory of applications for simulation, as well as building up a
testbed composed of real sensor nodes. Further, the testbed
shall be connected to the Internet via the tool iShell that is
provided by iSense. That way all project partners will be
able to test their algorithms on a common hardware plat-
form.
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